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Through its evolution towards highly dense, technical, and abstract structures, 
Scientific English has become optimized for expert communication. Its improved 
communicative efficiency is a result of balancing lexical innovation (e.g., new 
technical terms) with grammatical conventionalization favoring nominal over 
verbal structures (Degaetano-Ortlieb & Teich 2019). 
This study investigates diachronic mechanisms of communicative efficiency, 
focusing on sentence processing, shown to reliy on working memory (Gibson 
1998) and expectation (Hale 2001). We employ the Memory-Surprisal Tradeoff 
(MST; Hahn et al. 2021) to model their interaction over time. 
Using the Royal Society Corpus (RSC; Fischer et al. 2020) covering 1665–1996, 
we trained language models by decade to estimate token-level surprisal. MST 
curves reveal diachronic trends: optimal in the 17th century (<7 bits with 1-bit 
memory), deteriorating during the chemical revolution (1785–1795) due to 
vocabulary expansion (Degaetano-Ortlieb & Teich 2019), improving in the 19th 
century during conventionalization, and deteriorating again in 1985–1995 with 
increased scientific activity and vocabulary growth. 
Our findings suggest that lexical expansion during innovation and specialization 
negatively impacts the MST. Future comparisons of conventionalized patterns 
(e.g., passive constructions) and lexically productive nominal structures will refine 
understanding of communicative efficiency mechanisms over time. 
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